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Abstract

Long-term studies of social animals provide detailed data on individual attributes, behaviors, and associations that enable us to explore cultural diffusion in networks. In this essay, we describe how network science can be used to improve our understanding of cultural and information transmission. After presenting an operational definition of culture, we discuss methodologies and research questions applicable to unweighted, weighted, and dynamic networks. We then highlight relevant studies and methods for both descriptive and predictive analyses that have been used to identify culture and social learning in animal networks. Applying and extending the techniques presented will improve our understanding of information transmission, social learning, and embedded subcultures in the context of human networks.

INTRODUCTION

Our survival, success, and ability to exploit resources depend on cumulative culture, a ubiquitous feature of human societies. Virtually every facet of our current state was shaped by cultures past; we excel in niche construction, perhaps to a fault (Laland & O’Brien, 2011; Rendell, Fogarty, & Laland, 2011). Cultural processes also shape nonhuman animal phenotypes, albeit to a lesser extent than in humans. Nevertheless, animal societies enable us to study the underlying network properties and processes that are rarely accessible in human research and investigate the relationship between these properties and cultural transmission. For example, long-term studies of social mammals provide multifaceted connections (e.g., interactions, associations, kinship, location/home range, communication) and individual properties (i.e., genotypes and phenotypes) that only a handful of human studies, usually traditional forager societies (e.g., Hadza foragers, Apicella, Marlowe, Fowler, & Christakis, 2012) measure. Although we cannot interview animals, privacy laws do not protect them from frequent monitoring such that real-time behavioral data are often available. This level of detail...
allows us to explore the basic properties of cultural diffusion in networks. Here we examine how the application of network science to social animals informs our understanding of culture and information transmission. We highlight relevant studies and methods and then discuss future directions for those studying both human and animal networks. These efforts complement those of social scientists (e.g., see Pachucki & Breiger, 2010) in identifying theoretical and methodological approaches to network science and culture.

Before continuing, a working definition of culture which is applicable or measurable across species is needed. In a recent influential book, Laland and Galef invited social scientists and biologists to discuss *The Question of Animal Culture* (Laland & Galef, 2009). Although definitions are fiercely contested, all contributors agreed on two underlying properties of culture. First, the transmission process involves social learning (learning from the actions or products of others) and second, the socially learned behavior must distinguish between groups (Laland, J. R. Kendal, & R. L. Kendal, 2009). This minimalist definition generally works in describing animal cultures, but the challenge of demonstrating social learning in nonexperimental settings remains.

Owing to this challenge, a number of scientists have tried to eliminate ecological and genetic explanations of behavioral differences between groups as a way to identify social learning and hence leave “culture” as the only remaining explanation (e.g., Krützen *et al.*, 2005; Whiten *et al.*, 1999). This ‘elimination’ method is clearly flawed, since most social phenomena have a combination of ecological, genetic, and epigenetic components that interact with social factors (Kappeler, Barrett, Blumstein, & Clutton-Brock, 2013; Laland & O’Brien, 2011) and one can never prove the null (Laland & Janik, 2006; Sargeant & Mann, 2009). For example, most socially learned traits that have been deemed cultural in animals involve foraging (e.g., pine-cone stripping rats, termite fishing chimpanzees, sponging dolphins), but all of these depend not only on specific ecological conditions, but also on close kin (typically the mother) and necessarily includes association, maternal effects, and biased learning from kin (Aisner & Terkel, 1992; Lonsdorf, Eberly, & Pusey, 2004; Mann *et al.*, 2008; Mann, Stanton, Patterson, Bienenstock, & Singh, 2012). To date, few would doubt that social, ecological, demographic, and genetic factors interact to shape animal social networks and cultural phenomena embedded in those networks. This multitude of intrinsic and extrinsic factors receives less focus in human studies, possibly because we tend to attribute social choice to human networks and biological factors to animal networks. Still, demonstrating social learning among wild animals is difficult. As a consequence, researchers have focused on developmental patterns of a behavior and behavior of associates (e.g., Sargeant & Mann, 2009) or used diffusion models in networks (e.g., Franz & Nunn, 2009, Hoppitt, Boogert, & Laland, 2010) to measure social transmission.
In the last decade, social network studies in the field of animal behavior have accelerated. For example, in three of the mainstream journals, *Animal Behaviour*, *Behavioral Ecology*, and *Behavioral Ecology and Sociobiology*, there were no network studies in 2004 or 2005, one in 2006 and by 2009, 15–21 articles were published cumulatively per year (*Science Citation Index* search with keyword “social network.”) This trend has continued. Along with the increase in animal network research, a plethora of studies began focusing on behavioral traditions and animal culture, with the specific goal of defining culture by its social transmission properties (i.e., social learning), which naturally led to defining the underlying properties of culture using social network analysis.

**CULTURAL ANALYSIS USING SOCIAL NETWORKS**

Network science is an emerging discipline that studies network representations and predictive models as a way to both explain and predict various physical, social and biological phenomena (Easley & Kleinberg, 2010; Newman, 2010). In cultural analysis, networks are advantageous for investigating questions at different scales from the individual (ego networks) to groups and the network structure as a whole, where the size of the network may range from a few to billions of individuals. Network analysis and graph theory can be used to help explain the connection between the functionality of a group and the behavior of different members of the group (Pinter-Wollman et al., 2014). Further, patterns of information flow both depend on network structure and influence network structure. Unraveling this relationship is necessary to understand the relationship between information dissemination and social learning, that is, cultural processes. However, network structure is not equivalent to social transmission. To understand those processes, behavioral sampling of individuals in the network is needed. This is an area where behavioral ecologists excel.

At the basic level, networks are just a collection of points (typically referred to as nodes, actors, or vertices) connected by lines (typically referred to as edges, ties, links, or arcs). For simple analyses, we may consider only a simple network in which the nodes are all the same type, for example, people, animals, organizations, proteins, or computer systems, and the edges connect two nodes based on a relationship between the two nodes. Example relationships include kinship, friendship, alliance partner, professional affiliation, and email correspondence. Social network analysis allows for multiple granularities of analysis and can be beneficial for answering macro-, meso- and micro-level questions. Examples of the macro-level questions might concern network density, the number of individuals and paths in the network, and the distribution of connections. Connectivity can follow a range of
distributions, such as random, small-world (high clustering), regular lattice (no clustering, low heterogeneity, low randomness, and high path lengths), or scale-free (moderate heterogeneity and randomness—many small world networks are also scale-free). Meso-level features include distinctiveness of clusters, community composition, centrality or isolation of communities, and whether local neighborhoods are tightly connected. At the micro-level, we might be interested in identifying the information brokers, hubs or highly connected individuals or isolates. Answering such questions can inform descriptive and predictive models on cultural processes across micro, meso, and macro network structures. Still, node and edge attributes (i.e., cultural behaviors) are needed to identify, quantify and model social transmission.

In a simple network model, the edges do not show the direction of the relationship, the type of relationship or the strength of the relationship. Depending on the analysis, adding one or more of these features can improve the depth of the analysis and remove potential bias (Singh, Bienenstock, & Mann, 2010). For example, the strength of a relationship can be shown in a network by adding weights to each edge (Wasserman & Faust, 1994). Generally, for social networks, weights are values between zero and one. However, negative weights can be used to represent different levels of animosity between individuals (Newman, 2004). Weighted networks inform on strong and weak relationships and communities, including channels of high information flow, that is, likely paths for social information transmission. Finally, adding direction to relationships enables researchers to pose questions related to relationship reciprocity and dominance (Carrington, Scott, & Wasserman, 2005). As social systems become more complex, network analysis becomes more useful because of its ability to accommodate features of social complexity such as motif analysis, hierarchies, individual recognition, and the exponential “cognitive load” faced with an increasing number of social relationships (e.g., Dunbar, 2012).

Figure 1 shows a small example of two networks, a simple unweighted, binary, uni-mode on the left, and a richer weighted, directed, uni-mode network on the right. Colors are used to show clusters in the networks. The unweighted network is sparsely connected (reducing the possible number of paths for information flow) and has two clusters with a single edge (in red) between the clusters. Even though this network is simple, we can still see that the composition of the two clusters is different. The blue one has a central individual that controls information flow, while the yellow one contains a clique within it, potentially allowing for more rapid flow of information. Because there is only one edge between the two clusters, the potential for information flow between clusters is reduced. The weighted, directed network is also sparse. However, because of the directionality of the edges, we
can see that information flows from the orange nodes to the green and purple. In addition, as weights are used to capture relationship strength, we also see that there is a mix of strong and weak relationships through the network, and while information flow is possible, a message or a piece of information is unlikely to travel to all the nodes. While both types of networks are informative, relationship strength and reciprocity are important factors in cultural diffusion.

In a recent paper, Pinter-Wollman et al. (2014) provoked behavioral ecologists to think about moving beyond descriptive analyses of observed patterns, to testing specific hypotheses and predictions regarding the function of network structures. For example, even though patterns of behavior might correlate with associations in a network, suggestive of social learning, that does not explain what drives the behavior or the association. Most literature, to date has focused on descriptive analysis because of the limited number of techniques available for predictive analysis, particularly in the context of more complex, dynamic networks. We now highlight descriptive and predictive approaches used in the literature for identifying and modeling structures and groups in these different types of networks.

DESCRIPTIVE SOCIAL NETWORK ANALYSIS

Presumably, social transmission predominates in local or embedded communities in a network. Literature from physics and computer science focuses on measures of cohesion and clustering to identify communities or subsets of individuals that are more densely connected to each other than expected (Girvan & Newman, 2002; Newman, 2006; Palla, Barabasi, & Vicsek, 2005, 2007, Shen, Cheng, Cai, & Hu, 2009). Different measures are used to identify communities. For example, Girvan and Newman (2002) remove edges with high betweeness (the fraction of shortest paths that traverse an edge) to
identify communities. Another approach proposed by Newman (2006) partitions a network into one with high modularity (the fraction of edges in a group minus the expected fraction if the network was random) to identify communities. While these two methods propose algorithms that identify nonoverlapping communities, Palla et al. (2005) propose using a clique percolation method that finds maximal cliques to identify overlapping communities. If social transmission is taking place, then these communities that are based on network topology would also exhibit similar behavior (potential subcultures).

While these works focused on static, binary networks, recent techniques have begun considering how communities change and evolve over time (Backstrom, Huttenlocher, Kleinberg, & Lan, 2006; Caravelli, Wei, Subak, Singh, & Mann, 2013; Gorke, Hartmann, & Wagner, 2009; Tantipathananandh, Berger-Wolf, & Kempe, 2007) and how users behave in these groups (Sharara, Singh, Getoor, & Mann, 2011, 2012). Looking at these dynamic groups in the context of social transmission, we can measure if “self-selection” is taking place and individuals are attracted to each other based on socially learned traits. That is, modularity has a reciprocal nature in networks, increasing cohesion and social transmission at the same time. In animal networks, killer whales exhibit similar “dialects” and calls within matrilineal units (subcommunities), clearly via shared association with kin (e.g., Yurk, Barrett-Lennard, Ford, & Matkin, 2002). Similarly, sperm whale matrilineal units use distinct codas that also appear to be socially learned (Rendell & Whitehead, 2003). In both cases, the communication system is used for cohesion. It is rare in animal societies however, that there is high behavioral heterogeneity such that subcultural units within a larger network can be readily identified. Typically, all members of a community engage in the socially learned behavior (e.g., termite fishing, Whiten et al., 1999).

Community structures have been analyzed to identify probable cases of social learning and culture in animal societies (Cantor & Whitehead, 2013). A few have used dynamic approaches to investigate cultural transmission in animal networks, such as lobtail foraging in humpback whales in the North Atlantic (Allen, Weinrich, Hoppitt, & Rendell, 2013). In this case, they used an order of acquisition analysis (see Hoppitt et al., 2010) to examine diffusion in humpback whale networks over time. The detail on dynamic interactions between naïve and knowledgeable individuals was weak, although the pattern over decades was strongly suggestive of social transmission. Dynamic approaches are particularly valuable for investigation of group structure evolution and the changing dynamics of group membership. For example, Caravelli et al. (2013) adjust static community detection algorithms to dynamic ones to better understand the evolution of communities over time. The authors also develop metrics related to frequency of appearance of
individuals in groups over time to better understand the longevity of social relationships. Dynamic measures such as stability and diversity in group participation, where stable actors are those who participate in the same group over time, while diverse actors are those who consistently participate across a number of different groups over time (Sharara et al., 2012) can also serve as a tool for understanding cultural change and stability. A variety of studies (e.g., Allen et al., 2013; Blonder, Wey, Dornhaus, James, & Sih, 2012; Boogert, Reader, Hoppitt, & Laland, 2008) have used dynamic methods for unveiling social transmission in networks.

Binary networks have received far more attention in human networks than animal networks, possibly because of the view that weighted networks provide similar information as binary in terms of topology (Garlaschelli & Loffredo, 2009; Mastrandrea, Squartini, Fagiolo, & Garlaschelli, 2013; although see Rankin et al. submitted), but also because, except in social media and phone networks, we rarely have weighted information in human networks. Behavioral ecologists typically collect weighted data on their subjects such as time together or rates of interaction. Such weights are considered critical components of information transmission (e.g., Whitehead & Lusseau, 2012) and are presumably relevant in human societies where social relationships span a continuum based on such factors as frequency, closeness/intimacy, strength, importance, and valence.

A common approach for computing weights in animal social networks is the social affinity or association indices (Whitehead, 2008). These measures account for the number of times each individual is “sighted” alone and with every other individual to create a ratio for each pair of individuals ranging from 0 to 1 where 1 indicates that the pair is always together. The strength of social affinity is that it is an asymmetric weight that maintains relationship direction, capturing individual’s relative sociability and sighting rate independently of other individuals in the network. In other literatures, traditional community detection algorithms are adjusted to consider weights (Newman, 2004; Opsahl & Panzarasa, 2009). For example, Newman calculates the betweenness of edges as if weights do not exist, and then divides the betweenness by the weight of the edge before partitioning the network into communities. Opsahl and Panzarasa propose using a generalized global clustering coefficient as a measure to identify members of the same community. The strength of such methods depends on how the weights are initially computed.

Another direction considers identifying key individuals involved in information transmission processes. Several studies have identified key individuals in information transmission. Some of these approaches involve actual or modeled targeted removals to determine how information flow might
be disrupted or other social changes take place. In the study by Flack, Girvan, de Waal, and Krakauer (2006), removal of specific pigtail macaques that served as “peacemakers” or “police-monkeys” in captive groups disrupted the social structure and would presumably impact social transmission. In a different approach, Williams and Lusseau (2006) simulated the consequences of targeted versus random removals of killer whales in a wild population and demonstrated that targeted removals fragmented social units and would likely disrupt social transmission. Actual removals from culling or poaching among African elephants can have social impacts that last for decades largely because cultural information is lost (Archie & Chiyo, 2012; Shannon et al., 2013).

At the heart of information transmission is determining how to model the transmission of ideas. One direction of research investigates ways to model the flow through a network. Similar to disease transmission, we can model nodes in a network as active, for example, informed or influenced, or inactive. Active nodes can then use the edges of the network to spread the contagion (e.g. information). For example, Domingos and Richardson (2001) used a global, probabilistic model that employed the joint distribution of the behavior over all the nodes to find influential ones. Kempe, Kleinberg, & Tardos (2003) used a diffusion process that begins with an initial set of active nodes and used different weighting schemes to determine whether or not a neighbor should be activated.

PREDICTIVE SOCIAL NETWORK ANALYSIS

Traditional statistical methods can be difficult to use with relational data because by definition, the members of the network are not independent from each other. In fact, it is the relationship between individuals that is typically of interest in the analysis. This lack of independence makes it difficult to interpret with traditional statistical tests. However, there are some methods that are particularly exciting for hypothesis testing about the function and role of different interaction patterns and relationships.

Relational variables tend to be central for predictive analyses that involve networks. Two approaches that have been widely used to model dependencies between relational variables are multiple regression quadratic assignment procedure (MRQAP) (Dekker, Krackhardt, & Snijders, 2007; Krackhardt, 1988) and exponential random graph models (ERGM) (Snijders, 2002; Snijders, Pattison, Robins, & Handcock, 2006). Instead of variables that are vectors of values, both methods have variables that are entries in an adjacency matrix to capture the relational aspect of the data. Both methods are meant for cross sectional network data analysis, however, they
are designed to answer slightly different questions. (The discussion below is based on the ones presented in Dekker et al., (2007) and Snijders (2002).)

MRQAP was designed to investigate factors affecting pairwise associations. Given two different square matrices, is there an association between the same entries in these different matrices? MRQAP is a relational version of a standard regression analysis that can be used on weighted or binary networks. The procedure itself is a set of permutation tests for multiple linear regression model coefficients. The determinants are at the relationship or dyad level and the dependencies generated by the network structure as a whole are controlled for. Questions of interest are typically of the form—How do different factors (age, gender, etc.) influence the strength of association in undirected, directed, weighted or binary dependent variables?

We recently applied the MRQAP to investigate whether individuals group because they share a cultural trait—in contrast to animals sharing a cultural trait because they group (e.g., killer whale dialects, Yurk et al., 2002). We study sponge tool use in wild bottlenose dolphins where the dolphins (spongers) use basket shaped marine sponges to ferret prey from the seafloor (Mann et al., 2008; Patterson & Mann, 2011). Only about 5% of community members use sponges in this way (Mann & Patterson, 2013), but spongers associate regularly with nonspongers (Mann et al., 2012). Our recent work demonstrated that a subset of the community preferentially associate based on their tool-using status, when sex, location, and maternal kinship are controlled for (Mann et al., 2012). Because dolphins learn “sponging” from their mothers and tend to be solitary while hunting with their sponge tools (Mann et al., 2008), we were able to show homophily based on tool-using status, going a step beyond others have shown to date. That is, spongers appear to prefer to be with each other, suggesting that they identify with others similar to themselves (Mann et al., 2012). This is similar to patterns found in human social groups (McPherson, Smith-Lovin, & Cook, 2001). Homophily based on similar age, sex, reproductive state or other factors is common in animals, but they usually share the cultural trait because they group, not group based on shared cultural traits (Mann et al., 2012).

In contrast, ERGM is designed to model networks as a whole, considering dependencies between different relational variables jointly. This allows one to model structural dependencies in the network. ERGM can still be used to model dependencies between relational variables while controlling for network structure, but it is well suited for modeling structural dependencies of the network. In an ERGM analysis, relationships can be directed or undirected, but the relationships must be binary. An ERGM analysis uses stochastic modeling to determine the probability that a connection exists between individuals based on some set of predictor variables. The explanatory variables may be attributes of the individuals, dyadic, or network
features. Questions of interest are typically of the form—How do various factors influence the structure of binary networks? Henrich and Broesch (2011) used ERGM to study transmission processes of critical cultural information on medicinal plants, fishing, and yam farming among Fijian villagers and had fascinating results. They found, for example, that social learning biases were stronger towards those who demonstrated success at a given behavior (fishing and farming) than knowledge per se (Henrich & Broesch, 2011). ERGM is used extensively in the social sciences, but has recently been applied to animal networks although not in the domain of culture (Pinter-Wollman et al., 2014; Ilany, Barocas, Koren, Kam, & Geffen, 2013). One limitation with ERGM is that weighted approaches have only recently been developed (Krivitsky, 2012).

**SUMMARY AND NEW DIRECTIONS**

As more people share behavioral information online publicly, researchers will have the opportunity to better understand human behavior and the influence of social relationships on this behavior. This essay presented different studies and methods that have been proposed for identifying culture in animal societies. Applying and extending both the descriptive and predictive technique presented will improve our understanding of information transmission and social learning in the context of human networks. This in turn may help researchers identify subcultures that are embedded in human networks.

As mentioned previously, many of the methods for descriptive analysis do not consider complex networks that contain multiple node types, multiple edge types, weights, reciprocity, and attributes. Including all of these network features is important for more complete descriptive analysis. Similar extensions are needed for inference models as well. Without them, our ability to answer questions related to culture and social learning will remain limited.
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